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Abstract. This paper addresses an independent component analysis (ICA) learning algorithm with flexible nonlinearity, so named as flexible ICA, that is able to separate instantaneous mixtures of sub- and super-Gaussian source signals. In the framework of natural Riemannian gradient, we employ the parameterized generalized Gaussian density model for hypothesized source distributions. The nonlinear function in the flexible ICA algorithm is controlled by the Gaussian exponent according to the estimated kurtosis of demixing filter output. Computer simulation results and performance comparison with existing methods are presented.

1. Introduction

Independent component analysis is a statistical method that plays an important role in lots of applications such as telecommunications [13, 14], feature extraction [8, 9, 17], biomedical signal analysis [37, 32], and data analysis [27] where multiple sensors are involved. The task of ICA is to extract statistically independent components from their linear mixtures without resorting to any prior knowledge. It is known that ICA performs blind source separation under mild conditions [24, 3]. In other words, we can recover sources blindly from their linear instantaneous mixtures by a linear transformation that transforms sensor signals to the output signals that are statistically independent. The demixing system can be viewed as a recognition model in the context of machine learning.
Let us assume that the \( m \)-dimensional vector of sensor signals, \( \mathbf{x}(t) = [x_1(t), \ldots, x_m(t)]^T \) is generated by an unknown linear generative model,

\[
\mathbf{x}(t) = \mathbf{A} \mathbf{s}(t),
\]

where \( \mathbf{s}(t) = [s_1(t), \ldots, s_n(t)]^T \) is the \( n \)-dimensional vector whose elements are called sources. The matrix \( \mathbf{A} \in \mathbb{R}^{m \times n} \) is called a mixing matrix. It is assumed that source signals \( \{s_i(t)\} \) are mutually independent non-Gaussian signals. The number of sensors, \( m \), is greater than or equal to the number of sources, \( n \).

The goal of ICA is to recover source signal vector \( \mathbf{s}(t) \) from the observation vector \( \mathbf{x}(t) \) without the knowledge of \( \mathbf{A} \) nor \( \mathbf{s}(t) \). To perform this task, we find a linear mapping \( \mathbf{W} \) which forces statistical dependence among the output signals \( \{y_i(t)\} \) to be minimized. It is well known that due to the lack of prior information, there are two indeterminacies in ICA [24]: (1) scaling ambiguity; (2) permutation ambiguity. That is, the recovered signal vector \( \mathbf{y}(t) \) has the form \( \mathbf{y}(t) = \mathbf{P} \mathbf{A} \mathbf{s}(t) \), where \( \mathbf{P} \) is a permutation matrix and \( \mathbf{A} \) is some nonsingular diagonal scaling matrix. In many applications, waveforms of sources are important factors.

Since Jutten and Herault's [33] first solution to ICA, several methods have been proposed. They include robust neural networks approach [23, 22], information maximization [7], natural gradient learning [6, 5], maximum likelihood estimation [41, 36, 40, 11], equivariant algorithms [12], nonlinear principal component analysis (PCA) [34, 39, 31], blind signal extraction [25, 21], cross-cumulants method [18, 38, 15]. Mutual information minimization, information maximization, maximum likelihood estimation result in an identical optimization function (loss function) [11].

Typical ICA learning algorithms rely on the choice of nonlinear functions, the optimal form of which depends on probability distributions of sources. Since probability distributions of sources are not known in advance in ICA task, we count on the hypothesized density models for sources. Especially for the mixtures of sub- and super-Gaussian sources, the smart choice of nonlinearity is essential. To this end, several algorithms have been developed [29, 26, 20, 28, 35]. In the present paper, we employ the generalized Gaussian density model that can approximate both super- and sub-Gaussian sources by the appropriate choice of Gaussian exponent. Preliminary result was reported in [16]. This is an extended version of our work [16] with some new results.

This paper is organized as follows. Next section is devoted to give a brief review of natural gradient based ICA algorithms. In Section 3, the generalized Gaussian density model is introduced. We also discuss the relation between the Gaussian exponent and the kurtosis in the generalized Gaussian distribution. In the framework of natural gradient based ICA algorithms, a smart way to select a nonlinear function is introduced in Section 4. Practical implementation of the flexible ICA algorithms are also presented in Section 4. Stability with several different nonlinear functions is studied in Section 5. Computer simulation results with artificial data and real world data are presented in Section 6. Conclusions with some discussions are drawn in Section 7.

.2. Natural Riemannian Gradient Based ICA Algorithms

Gradient descent learning is a popular method for the purpose of minimizing a given loss function. When a parameter space (on which a loss function is defined) is a Euclidean space with an orthogonal coordinate system, the conventional gradient gives the steepest descent direction. However, if a parameter space is a curved manifold (Riemannian space), an orthonormal linear coordinate system does not exist and the conventional gradient does not give the steepest descent direction [1]. Recently the natural gradient was proposed by Amari [1] and was shown to be efficient in on-line learning. See [1] for more details of the natural gradient. Note that the relative gradient developed independently by Cardoso and Ladelel [12] is identical to the natural gradient in the context of ICA. In this section, we briefly review two natural gradient based ICA algorithms.
2.1. Natural Riemannian Gradient

Let us consider a linear network whose output $y(t)$ is described by

$$ y(t) = Wx(t), $$

(2)

where $(i, j)$th element of the matrix $W$, i.e., $w_{ij}$ represents a synaptic weight between $y_i(t)$ and $x_j(t)$. In the limit of zero noise, for the square ICA problem (equal number of sources and sensors, the result can be easily extended to the case $m > n$), maximum likelihood or mutual information minimization leads to the following loss function $[6, 11]$

$$ L(W) = - \log |\det W| - \sum_{i=1}^{n} \log p_i(y_i). $$

(3)

where $p_i(\cdot)$ represent the probability density function, Let us define

$$ \varphi_i(y_i) = - \frac{d \log p_i(y_i)}{dy_i}.$$ 

(4)

With this definition, the gradient of the loss function (3) is

$$ \nabla L(W) = \frac{\partial L(W)}{\partial W}$$

$$ = -W^{T} + \varphi(y)x^{T}, $$

(5)

where $\varphi(y)$ is the element-wise function whose $i$th component is $\varphi_i(y_i)$.

The natural Riemannian gradient (denoted by $\nabla L(W)$) learning algorithm for $W$ is given by $[1, 12, 22]$

$$ W(t + 1) = W(t) - \eta \nabla L(W) $$

$$ = W(t) - \eta \frac{\partial L(W)}{\partial W} W^{T}(t)W(t) $$

$$ = W(t) + \eta \{ I - \varphi(y(t))y^{T}(t) \} W(t). $$

(6)

2.2. Natural Riemannian Gradient in Orthogonality Constraint

Natural Riemannian gradient in orthogonality constraint has been recently proposed by Amari $[2]$. Let us assume that the observation vector $x(t)$ has already been whitened by preprocessing and source signals are normalized, i.e.,

$$ E\{x(t)x^{T}(t)\} = I_{m}, $$

(7)

$$ E\{s(t)s^{T}(t)\} = I_{n}. $$

(8)

From (7) and (8), we have

$$ AA^{T} = I_{m}. $$

(9)

The $m$ row vectors of $A$ are orthogonal $n$ dimensional unit vectors. The set of $n$ dimensional subspaces in $\mathbb{R}^{m}$ is called Stiefel manifold. The natural Riemannian gradient in the Stiefel manifold was calculated by Amari $[2]$

$$ \tilde{\nabla} L(W) = \nabla L(W) - W \{ \nabla L(W) \}^{T} W. $$

(10)

Using this result, the natural gradient is given by

$$ \tilde{\nabla} L(W) = \varphi(y)x^{T} - y\varphi^{T}(y)W. $$

(11)
Then the learning algorithm for $W$ is given by
\[
W(t + 1) = W(t) - \eta \nabla L(W) = W(t) - \eta \left\{ \varphi(y(t))a^T(t) - y(t)\varphi^T(y(t))W(t) \right\}.
\] (12)

It should be noted that when $m = n$, the matrix $W$ is orthogonal in each iteration step, so this reduces to the following form
\[
W(t + 1) = W(t) - \eta \left\{ \varphi(y(t))y^T(t) - y(t)\varphi^T(y(t)) \right\} W(t).
\] (13)

In practice, due to the skew-symmetry of the term $\varphi(y(t))y^T(t) - y(t)\varphi^T(y(t))$, decorrelation (or whitening) processing can be performed simultaneously together with separation. With taking this into account, the algorithm becomes Cardoso and Laheld’s EASI algorithm [12]
\[
\Delta W(t) = \eta \left\{ I - y(t)y^T(t) - \varphi(y(t))y^T(t) + y(t)\varphi^T(y(t)) \right\} W(t).
\] (14)

The algorithms aforementioned belong to a class of on-line learning algorithms which is based on stochastic approximation. We can also consider the batch versions of the algorithms by estimating time average instead of instantaneous realization. For example, the batch version of the algorithm (14) is given by
\[
\Delta W(t) = \eta \left\{ I - \langle y(t)y^T(t) \rangle - \langle \varphi(y(t))y^T(t) \rangle + \langle y(t)\varphi^T(y(t)) \rangle \right\} W(t),
\] (15)

where $\langle \cdot \rangle$ denotes the time average operation.

### 3. Generalized Gaussian Density Model for Sources

Optimal nonlinear function $\varphi_i(y_i)$ is given by (4). However, it requires the knowledge of the probability distributions of sources which are not available to us. A variety of hypothesized density model has been used. For example, for super-Gaussian source signals, unimodal or hyperbolic-Cauchy distribution model [36] leads to the nonlinear function given by
\[
\varphi_i(y_i) = \tanh(\beta y_i).
\] (16)

Such sigmoid function was also used in [7]. For sub-Gaussian source signals, cubic nonlinear function $\varphi_i(y_i) = y_i^3$ has been a favorite choice. For mixtures of sub- and super-Gaussian source signals, according to the estimated kurtosis of the extracted signals, nonlinear function can be selected from two different choices [26]. Several approaches [29, 20, 28, 35] are already available.

This paper present a flexible nonlinear function derived using generalized Gaussian density model [20, 19, 16]. It will be shown that the nonlinear function is self-adaptive and controlled by the Gaussian exponent.

#### 3.1. The Generalized Gaussian Distribution

The generalized Gaussian probability distribution is a set of distributions parameterized by a positive real number $\alpha$, which is usually referred to as the Gaussian exponent of the distribution. The Gaussian exponent $\alpha$ controls the “peakiness” of the distribution. The probability density function (PDF) for a generalized Gaussian is described by
\[
p(y; \alpha) = \frac{\alpha}{2\Gamma(\frac{\alpha}{2})} e^{-|y|^\alpha},
\] (17)

where $\Gamma(x)$ is Gamma function given by
\[
\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt.
\] (18)
Note that if $\alpha = 1$, the distribution becomes the standard “Laplacian” distribution. If $\alpha = 2$, the distribution is standard normal distribution (see Figure 1).

\[ M_n = \int_{-\infty}^{\infty} y^n p(y; \alpha) dy. \] (19)

If $n$ is odd, the integrand is the product of an even function and an odd function over the whole real line, which integrates to zero. In particular, this implies that the mean of the distribution given in (17) is zero and it is symmetric about its mean (which means its skewness is zero).

The even moments, on the other hand, completely characterize the distribution. In computing these moments, we use the following integral formula (see pp. 386 in [30])

\[ \int_{0}^{\infty} y^{\alpha - 1} e^{-\mu y^\alpha} dy = \frac{1}{\alpha} \mu^{-\frac{1}{\alpha}} \Gamma \left( \frac{1}{\alpha} \right). \] (20)

The 2nd moment of the generalized Gaussian distribution is determined by

\[ M_2 = \int_{-\infty}^{\infty} y^2 p(y; \alpha) dy = 2 \int_{0}^{\infty} y^2 \frac{\alpha}{2\Gamma\left(\frac{1}{\alpha}\right)} e^{-1/\Gamma} \Gamma \left( \frac{1}{\alpha} \right) dy. \] (21)

We are integrating only over the positive values of $y$, we can remove the absolute value in the exponent. Thus

\[ M_2 = \frac{\alpha}{\Gamma\left(\frac{1}{\alpha}\right)} \int_{0}^{\infty} y^2 e^{-1/\Gamma} \Gamma \left( \frac{1}{\alpha} \right) \text{ dy}. \] (22)

Making the substitution $z = \frac{1}{\Gamma} (dy = \lambda dz)$, we find

\[ M_2 = \frac{\alpha \lambda^2}{\Gamma\left(\frac{1}{\alpha}\right)} \int_{0}^{\infty} z^2 e^{-z^\alpha} dz. \] (23)
Invoking the integral formula (20), we have

$$M_2 = \lambda^2 \frac{\Gamma \left( \frac{3}{\alpha} \right)}{\Gamma \left( \frac{1}{\alpha} \right)} \quad (24)$$

In similar way, we can find the 4th moment given by

$$M_4 = \lambda^4 \frac{\Gamma \left( \frac{5}{\alpha} \right)}{\Gamma \left( \frac{1}{\alpha} \right)} \quad (25)$$

In general, the $(2k)$th moment is given by

$$M_{2k} = \lambda^{2k} \frac{\Gamma \left( \frac{2k+1}{\alpha} \right)}{\Gamma \left( \frac{1}{\alpha} \right)} \quad (26)$$

3.3 Kurtosis and Gaussian Exponent

The kurtosis is a nondimensional quantity. It measures the relative peakedness or flatness of a distribution. A distribution with positive kurtosis is termed leptokurtic (super-Gaussian). A distribution with negative kurtosis is termed platykurtic (sub-Gaussian). The kurtosis of the distribution is defined in terms of the 2nd- and 4th-order moments as

$$\kappa(y) = \frac{M_4}{M_2^2} - 3, \quad (27)$$

where the constant term $-3$ makes the value zero for standard normal distribution.

For a generalized Gaussian distribution, the kurtosis can be expressed in terms of the Gaussian exponent, given by

$$\kappa_\alpha = \frac{\Gamma \left( \frac{5}{\alpha} \right) \Gamma \left( \frac{1}{\alpha} \right)}{\Gamma^2 \left( \frac{2}{\alpha} \right)} - 3. \quad (28)$$

The plot of kurtosis $\kappa_\alpha$ versus the Gaussian exponent $\alpha$ for leptokurtic and platykurtic signals are shown in Figure 2.
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**Fig. 2** The plot of kurtosis $\kappa_\alpha$ versus Gaussian exponent $\alpha$: (a) for leptokurtic signal; (b) for platykurtic signal.
4. The Flexible ICA Algorithm

From the parameterized generalized Gaussian density model, the nonlinear function in the algorithm (14) is given by

\[ \varphi_i(y_i) = \frac{d \log p_i(y_i)}{dy_i} = \left| y_i \right|^{\alpha_i - 1} \text{sgn}(y_i), \]  

(29)

where \( \text{sgn}(y_i) \) is the signum function of \( y_i \).

Note that for \( \alpha_i = 1 \), \( \varphi_i(y_i) \) in (29) becomes a signum function (which can also be derived from the Laplacian density model for sources). The signum nonlinear function is favorable for the separation of speech signals since natural speech is often modeled as Laplacian distribution. Note also that for \( \alpha_i = 4 \), \( \varphi_i(y_i) \) in (29) becomes a cubic function, which is known to be a good choice for sub-Gaussian sources.

In order to select a proper value of the Gaussian exponent \( \alpha_i \), we estimate the kurtosis of the output signal \( y_i \) and select the corresponding \( \alpha_i \) from the relationship in Figure 2. The kurtosis of \( y_i \), \( \kappa_i \) can be estimated via the following iterative algorithm:

\[ \kappa_i(t + 1) = \frac{M_{4i}(t + 1)}{M_{2i}(t + 1)} - 3, \]  

(30)

where

\[ M_{4i}(t + 1) = (1 - \delta)M_{4i}(t) + \delta \left| y_i(t) \right|^4, \]  

(31)

\[ M_{2i}(t + 1) = (1 - \delta)M_{2i}(t) + \delta \left| y_i(t) \right|^2, \]  

(32)

where \( \delta \) is a small constant, say, 0.01.

In general, the estimated kurtosis of the output demixing filter does not exactly match the kurtosis of the original source. However, it provides an idea whether the estimated source is super-Gaussian or sub-Gaussian signal. Moreover, it was shown [11, 3] that the performance of source separation is not degraded even if the hypothesized density does not match the true density. From these reasons, we suggest a practical method where only several different forms of nonlinear functions are used.

The kurtosis of platykurtic source does not change much as the Gaussian exponent varies (see Figure 2 (b)), so we use \( \alpha_i = 4 \) if the estimated kurtosis of \( y_i \) is negative. The cubic nonlinearity for sub-Gaussian source is involved with the kurtosis minimization method [12]. For leptokurtic source, one can see the kurtosis varies much according to the Gaussian exponent (see Figure 2 (a)). Thus we suggest several different values of \( \alpha_i \), in contrast to the case of sub-Gaussian source. From our experience, two or three different values of the Gaussian exponent are enough to handle various super-Gaussian sources. Typical examples of nonlinear functions with different values of \( \alpha_i \) are shown in Figure 3.

5. Local Stability Analysis

The stability conditions for the algorithm (6) and the algorithm (14) were given by Amari et al. [4] and by Cardoso and Laheld [12], respectively. We first briefly review some important results obtained in [4, 12, 10]. Then we investigate the stability effect of several nonlinear functions that we have derived from the generalized Gaussian density model. To this end, we focus on the algorithm (14) which employs the natural gradient in Stiefel manifold.

Since the algorithm (14) was derived from the gradient \( dL = \varphi^T(y)dWW^T \), we need to calculate its Hessian \( d^2L \) to check the stability of stationary points. Amari et al. has shown that the calculation of Hessian \( d^2L \) is relatively easier if the modified differential coefficient matrix \( dZ = dWW^{-1} \) is employed. Note that the modified differential coefficient matrix \( dZ \) is skew-symmetric in the orthogonality constraint,
we calculate the Hessian $d^2L$. Using the fact that $dZ$ is skew-symmetric, $dL$ can be written as

\[
dL = \varphi^T(y)dy = \varphi^T(y)dZy = \sum_{i,j} \varphi_i(y_i)dz_{ij}y_j = \sum_{i>j} \{ \varphi_i(y_i)y_j - \varphi_j(y_j)y_i \} dz_{ij}.
\]

Then the Hessian $d^2L$ is calculated as

\[
d^2L = \sum_{i>j} \sum_k (\varphi_i(y_i)dz_{ik}yk_j - \varphi_j(y_j)dz_{jk}yk_i + \varphi_i(y_i)dz_{jk}yk_k - \varphi_j(y_j)dz_{ik}yk_k) dz_{ij}.
\]

Taking into account the normalization constraint ($E\{y^2\} = E\{y_i^2\} = 1$) and the skew-symmetry, $dz_{ij} = -dz_{ji}$, the expected Hessian at $W = A^{-1}$ (at desirable solution) is given by

\[
E\{d^2L\} = \sum_{i>j} [E\{\varphi_i(y_i)\} + E\{\varphi_j(y_j)\}] - E\{\varphi_i(y_i)y_j\} - E\{\varphi_j(y_j)y_i\} dz_{ij}^2,
\]

where $\varphi_i(y_i)$ denotes the derivative of $\varphi_i(y_i)$ with respect to $y_i$. From (34), the stability condition is given by

\[
\chi_i + \chi_j > 0,
\]

where

\[
\chi_i = E\{\varphi_i(y_i)\} - E\{\varphi_i(y_i)\}.
\]

The stability condition given in (36) coincides with that in [10] but we arrived at this result in the framework of the natural gradient in Stiefel manifold. For each $y_i$, the condition

\[
\chi_i > 0
\]

is a sufficient condition for stability.

Several different nonlinear functions were suggested in the flexible ICA algorithm. Here we investigate the stability of stationary points of the algorithm (14) for three different cases: (1) $\alpha_i = 4$ for $\kappa_i < 0$; (2) $\alpha_i = 1$; (3) $\alpha_i = .8$ for $\kappa_i > 0$. 

Fig. 3. The exemplary shape of nonlinear function $\varphi_i(y_i)$; (a) for $\alpha_i = 4$; (b) for $\alpha_i = 1$; (c) for $\alpha_i = 0.8$. 

5.1. Case 1: \( \alpha_i = 4 \)

The choice of \( \alpha_i = 4 \) was suggested for sub-Gaussian source \((\kappa_i < 0)\). The choice of \( \alpha_i = 4 \) results in the cubic nonlinear function, i.e., \( \varphi_i(y_i) = |y_i|^3 y_i \). With this selection, one can easily see that the lefthand side of (38) is the kurtosis of \( y_i \) multiplied by -1. Since \( y_i \) is sub-Gaussian, the condition (38) is satisfied.

5.2. Case 2: \( \alpha_i = 1 \)

With the choice of \( \alpha_i = 1 \), the generalized Gaussian density (17) becomes Laplacian density, i.e.,

\[
p_i(y_i) = \frac{1}{2\lambda_i} e^{-\frac{|y_i|}{\lambda_i}}.
\]

(39)

The choice of \( \alpha_i = 1 \) leads to the signum function (hard limiter), i.e.,

\[
\varphi_i(y_i) = \text{sgn}(y_i) = \frac{y_i}{|y_i|}.
\]

(40)

In order to calculate the derivative of the signum function, we model it as the sum of two unit step functions, i.e.,

\[
\text{sgn}(y_i) = u(y_i) - u(-y_i),
\]

(41)

where \( u(y_i) \) is the unit step function. Then we can calculate the derivative, \( \dot{\varphi}_i(y_i) \)

\[
\dot{\varphi}_i(y_i) = 2\delta(y_i).
\]

(42)

We compute \( E\{\dot{\varphi}_i(y_i)\} \)

\[
E\{\dot{\varphi}_i(y_i)\} = \int_{-\infty}^{\infty} 2\delta(y_i) \frac{1}{2\lambda_i} e^{-\frac{|y_i|}{\lambda_i}} dy_i
\]

\[
= \frac{1}{\lambda_i}
\]

(43)

We also compute \( E\{\varphi_i(y_i) y_i\} \)

\[
E\{\varphi_i(y_i) y_i\} = E\{|y_i|\}
\]

\[
= \lambda_i
\]

(44)

The normalized constraint, \( E\{y_i^2\} = 1 \) gives

\[
E\{y_i^2\} = 2\lambda_i^2 = 1.
\]

(45)

Then, we have \( \lambda_i = \sqrt{\frac{1}{2}} \). Note that \( \chi_i \) is given by

\[
\chi_i = \frac{1 - \lambda_i^2}{\lambda_i}.
\]

(46)

Since \( \lambda_i = \sqrt{\frac{1}{2}} \), \( \chi_i \) is positive for \( \kappa_i > 0 \).

5.3. Case 3: \( \alpha_i < 1 \)

For highly peaky sources \( \kappa_i >> 1 \), it might be desirable to choose the value of \( \alpha_i \) less than 1. This gives a non-increasing nonlinear function. With this choice, the nonlinear function is singular around the origin,
Thus in practical application, for $y_i \in [-\epsilon, \epsilon]$ where $\epsilon$ is very small positive number, the corresponding nonlinear function is restricted to have constant values.

The variance of $y_i$ for the generalized Gaussian distribution is given by

$$E\{y_i^2\} = \lambda_i^2 \frac{\Gamma\left(\frac{\alpha_i}{\alpha_i + 1}\right)}{\Gamma\left(\frac{3}{\alpha_i}\right)}.$$  \hfill (47)

From the normalization constraint, $E\{y_i^2\} = 1$, $\lambda_i$ has the following value,

$$\lambda_i = \sqrt{\frac{\Gamma\left(\frac{1}{\alpha_i}\right)}{\Gamma\left(\frac{3}{\alpha_i}\right)}}.$$  \hfill (48)

Besides the region for $y_i \in [-\epsilon, \epsilon]$, we can compute $E\{\hat{\varphi}_i(y_i)\}$ and $E\{\tilde{\varphi}_i(y_i) y_i\}$ given by

$$E\{\hat{\varphi}_i(y_i)\} = \int_{-\infty}^{\infty} y_i |y_i|^{\alpha_i - 2} \frac{\alpha_i}{2\lambda_i \Gamma\left(\frac{1}{\alpha_i}\right)} \cdot e^{-\frac{|y_i|^\alpha}{\lambda_i}} \, dy_i$$

$$= \frac{(\alpha_i - 2)\lambda_i^\alpha - 2}{\Gamma\left(\frac{1}{\alpha_i}\right)} \frac{\alpha_i - 1}{\alpha_i}.$$  

$$E\{\tilde{\varphi}_i(y_i) y_i\} = \int_{-\infty}^{\infty} y_i |y_i|^{\alpha_i - 1} \text{sgn}(y_i) \frac{\alpha_i}{2\lambda_i \Gamma\left(\frac{1}{\alpha_i}\right)} \cdot e^{-\frac{|y_i|^\alpha}{\lambda_i}} \, dy_i$$

$$= \frac{\alpha_i \lambda_i^{\alpha_i + 1}}{\Gamma\left(\frac{1}{\alpha_i}\right)} \frac{1}{\alpha_i} \frac{\alpha_i + 1}{\alpha_i}.$$  \hfill (49)

Note that the gamma function $\Gamma(x)$ has many singular points especially for $x < 0$. Thus special care is required with the choice of $\alpha_i < 1$. For instance, the choice of $\alpha_i = 0.5$ does not satisfy the condition (38) since $\Gamma(1) = \infty$. For the case of $\alpha_i = 0.8$, one can easily see that the stability condition (38) is satisfied.

.6. Experimental Results

.6.1. Artificial Data

We have performed an experiment with two super-Gaussian sources and two sub-Gaussian sources (see Figure 4). The kurtoses of sources are $-1.2$, $-1.5$, $3.3$, $3.6$. They were artificially mixed using the mixing matrix $A$ given by

$$A = \begin{bmatrix} 0.155 & 0.204 & 0.431 & 0.739 \\ 0.526 & 0.511 & 0.404 & 0.614 \\ 0.205 & 0.392 & 0.306 & 0.941 \\ 0.141 & 0.937 & 0.656 & 0.182 \end{bmatrix}.$$  \hfill (50)

The Gaussian exponent $\alpha$ can be learned from the estimated kurtosis of the demixing filter output, through the relation as shown in 2. However, the estimated kurtosis does not exactly match the true one, but its sign does. In practice, only several different values of $\alpha$ can be employed in learning process. In this experiment, three different values of Gaussian exponent $\alpha$ were used: (1) $\alpha = 8$ when the estimated kurtosis of recovered signal $y_i(t)$ is greater than 20; (2) $\alpha = 1$ when the estimated kurtosis of recovered signal is between 0 and 20; (3) $\alpha = 4$ when the estimated kurtosis of recovered signal is negative.
As a performance measure, we have used the performance index defined by

\[
PI = \sum_{i=1}^{n} \left\{ \left( \sum_{k=1}^{n} \frac{|g_{ik}|^2}{\max_j |g_{ij}|^2} - 1 \right) + \left( \sum_{k=1}^{n} \frac{|g_{ki}|^2}{\max_j |g_{ij}|^2} - 1 \right) \right\},
\]

(51)

where \( g_{ij} \) is the \((i,j)\)th element of the global system matrix \( G = WA \) and \( \max_j g_{ij} \) represents the maximum value among the elements in the \(i\)th row vector of \( G \), \( \max_j g_{ij} \) does the maximum value among the elements in the \(i\)th column vector of \( G \). When perfect signal separation is carried out, the performance index \( PI \) is zero. In practice, it is very small number.

The synaptic weight matrix \( W \) was initialized as the identity matrix. The learning rate \( \eta = 0.0005 \) was used. Performance comparison was made with extended infomax ICA algorithm [35, 28] where the nonlinear function is switched between fixed \(-\tanh(\cdot)\) and \(\tanh(\cdot)\) according to the sign of estimated kurtosis.

Mixtures and recovered signals by the flexible ICA algorithm (14) and the extended infomax are shown in Figures 5, 6, 7. Performance comparison between the flexible ICA algorithm and the extended infomax algorithm is shown in Figure 8. In Figure 8, the batch versions of both algorithms were used and prewhitening of data was not performed for both algorithms for fair comparison. One can observe that the flexible ICA algorithm gives faster convergence and better performance. Faster convergence might be due to the natural gradient in Stiefel manifold, i.e., the decorrelation is performed together with separation. Better performance might result from the flexible nonlinear function controlled by the Gaussian exponent in the flexible ICA algorithm in contrast to the fixed nonlinear function employed by the extended infomax.

\[\text{Fig. 4. Original source signals.}\]
Fig. 5. Mixture signals.

Fig. 6. Recovered signals by the flexible ICA algorithm.
Fig. 7. Recovered signals by the extended infomax algorithm.

Fig. 8. The evolution of performance index: solid line is for the flexible ICA algorithm and dotted line is for the extended infomax algorithm.
.6.2. Extraction of Fetal ECG source

The ECG data as shown in Figure 9 are the potential recordings during an 8-channel experiment. Only 5 seconds of recordings (resampled at 500 Hz) are displayed. In this experiment, the electrodes were placed on the abdomen and the cervix of the mother. Abdominal signals measured near fetus are shown in channel 1 to 5. The weak fetal contributions are contained in $x_1$ to $x_5$, although they are not clearly visible. The ECG raw data measured through 8 channels are dominated by mother’s ECG (MECG).

In order to enhance or separate FECG, principal component analysis (PCA) was applied and the result are shown in Figure 9. The PCA aims at finding a orthogonal transformation which best models the covariance structure of the data. First two principal components are MECG, and the third principal component might be FECG, but it is not clear. Since only second-order statistics is used in PCA, it is not possible to separate MECG and FECG from raw data.

The flexible ICA algorithm was applied to process the ECG raw data, and the result in shown in Figure 9. The 3rd node output signal $y_3$ corresponds to the FECG signal. Breathing artifact is well extracted at the 4th output node, $y_4$. The 2nd and 8th node contain the MECG. The rest of extracted signals might contain noise contributions. The weak FECG signal was well extracted by the flexible ICA algorithm, whereas the PCA had difficulty to extract it. We also applied the extended infomax algorithm to this data set and the result is shown in Figure 9. It can be observed that the extracted FECG signal was not as clear as the one by the flexible ICA algorithm.

.7. Conclusions

We have presented the flexible ICA algorithm (in the framework of the natural Riemannian gradient) where self-adaptive nonlinear function is used. For the hypothesized density model, we have employed the generalized Gaussian distribution that is able to model most uni-modal probability distribution. The nonlinear function in the algorithm was derived from the generalized Gaussian density. In contrast most existing methods, the nonlinear function in our algorithm is controlled by a single parameter (Gaussian exponent). As a practical and simple method, we have suggested several different nonlinear functions that resulted from different values of the Gaussian exponent and confirmed the validity of our approach through computer simulations. In addition, rigorous stability analysis for several nonlinear functions was carried out.
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